
Use control variables

Use instrumental variables

Cov(Z,X) �= 0

Cov(Z, u) = 0

Y = β0 + β1X + δZ + u

δ = 0

Cov(Z,X) �= 0

Cov(Z, u) = 0

Y = γ0 + γ1X + γ2Z + η

δ1 =
Cov(X2, X1)

V ar(X1)
�= 0

X2 = δ0 + δ1X1 + δ2Z1 + e

Control variables must satisfy:

1. Relevance

2. Exogeneity

But no need to satisfy exclusion. 

(But then shouldn't you have already
 put them in the causal model?)

Note that the regression of

will have control variable bias if, in a
pop LR of X2 on X1,

d1 = 0 when
("enough of X2 is explained by Z1")
such that the effect of Z1 on Z2 = 0.

Otherwise we have control variable
bias:

Use Indirect Least Squares (ILS)

Use two-stage Least Squares (2SLS)

Measurement error in X Simultaneous causation Omitted variable bias Using instrumental variables
Using control variables (and bias)

Test for:

- Relevance (with an F-test)
- Weak instruments (same F-test,
higher critical value)
- Exogeneity (overidentifying
restrictions) with an F-test)

δ1 < π1

Watch out for control variable bias.

Argue that control variable bias must
be lower than OVB because control
variables explain X2 somewhat, so

ILS vs 2SLS
Testing for relevance,
weak instruments and
exogeneity with F-tests

Instrumental variables must satisfy:

1. Relevance

2. Exogeneity

3. Exclusion: in a population LR of

π1 = δ1 + δ2
Cov(W,X1)

V ar(X1)

The control variable bias formula is
given by

As long as d2 > 0 (the control variable
is correlated with the unobserved var)
and Cov(W, X1) > 0 (the control
variable is somewhat corr. with the var
that can be observed), adding the control
var will decrease OVB.

Step 1: Run a population regression of

X1 = π0 + π1Z + v

Step 2 (ILS): Substitute this pop LR into
the causal model (structural equation),
to get the "reduced form":

Y = β0 + β1π0 + β1π1Z + β1v + u

→ Y = γ0 + γ1Z + �

Step 3 (ILS): Simply compare the coeffs:

γ1
π1

=
β1π1

π1
= β1

Step 2 (2SLS): Get the predicted values of
X from the population regression:

X∗ = π0 + π1Z

Substitute the predicted values of X into the
causal model to get the "reduced form":

Y = β0 + β1(X
∗ + v) + u

where here we know that X* is exo-
genous for certain due to the fact 
that it is the part of X 'explained' by Z,
which is exogenous.

β̂1 =
γ̂1
π̂1

=
ˆcov(Y, Z)

ˆcov(X,Z)
(ILS)

γ1 = β1 + β2δ1 β̂1 =
ˆcov(Y, X̂)

ˆvar(X̂)
(2SLS)






















