Probability and Statistics
2019, A

1. Answer each of the following

(a) [50%] If X and Y are random variables, and a, b and ¢, are constants, then
E(a+bX +¢Y) = a+bE(X) + E(Y).
Using this result, show that for random variables X and ¥:
Var(a +bX +¢Y) = ok + 2beoxy + Fal,

where Var(X) = o%, Var(¥) = o} and Cov(X,Y) = oxy.

(b) [30%] Let X be a normal random variable with mean jx = 1 and variance o3 =7,
and let ¥ be a normal random variable with mean gy = 4 and variance oy = 8.
Assume that X and Y are independent. What is the mean, variance and distribution
of the linear combination 7 = 2X  3V7

(¢) [20%)] What is the probability that the random variable Z in part (b) takes on a
value greater than 257

2019, B

A, Let ¥ denote students’ scores on a standardized test. Suppose ¥y, Y, are 1id. draws
with E(Y;) = py and Var(Y)) = ol

(a) [30%] Suppose you randomly draw n— 1000 students from the population. What
18 the sampling distribution of the sample average? Docs your answer depend on
whether ¥ is normally distributed?

(b} [20%)] The test is administered to 400 randomly selected students in Onford; in this
sample, the mean is 55 and the standard deviation is 10. Construct a 95% confidence
mterval for the average test score for students i Chdiord.

() [20%] Suppose that seores on this test, are known to have a mean of 50 in the full
population of students in the UK. A rescarcher is interestod in whether Lhe moean
Lt seore of students in Oxdord i significantly higher Lhan Lhe mean seore in Ghe

UK. What is the pvaluc associabed with the test which tests this by pothesis?
(d

_—

[#0%] To help students perform better, a training programme is designed that
teaches students study skills, To evaluate the impact of the programme, another S0
students from Oxford are selected at random and they participate in the training
hefore the test is administered. Their average test score is found to be 57, with
a standard deviation of 20 Test whether the scores of the treated stodents are
significantly different from the scores of the 400 non-treated Osdord students from
part. (), at the 15 lovel.

2018, A

2. Show that the variance of a random variable Y can be additively decomposed into the
sum of the variance of its expected value conditional on some covariate X, plus the
variance of an error term ¢ which is mean independent of X
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4. Let X; be a Bernoulli random variable with P(X; =1) = pand P(X; =0)=1—p.

() What are the density and distribution functions of X;? [10%)

(b) Find the expected value, variance and skewness of X [20%)]

For X,,..., X, independent, identically Bernoulli(p), let p =n~"'3 7" | X;.

i=1

(¢) What is the standard error of p? [20%)]

(d) Explain why

rP—PD
where se(p) is the standard error of p. [30%)

(e) Suppose that in a sample of size n = 100, we obtain p = 0.3. Construct an
approximate 95% confidence interval for p. State all the results being used. [20%)

4. Let Y denote students’ scores on a standardized test. Suppose Y7, ..., Y, are i.i.d. draws
with E(Y;) = py and Var(Y;) = o}.

(a) [30%] Suppose you randomly draw n = 1000 students from the population. What
is the sampling distribution of the sample average? Does your answer depend on
whether Y is normally distributed?

(b) [20%] The test is administered to 400 randomly selected students in Oxford; in this
sample, the mean is 55 and the standard deviation is 10. Construct a 95% confidence
interval for the average test score for students in Oxford.

(¢) [20%)] Suppose that scores on this test are known to have a mean of 50 in the full
population of students in the UK. A researcher is interested in whether the mean
test score of students in Oxford is significantly higher than the mean score in the
UK. What is the p-value associated with the test which tests this hypothesis?

(d) [30%] To help students perform better, a training programme is designed that
teaches students study skills. To evaluate the impact of the programme, another 900
students from Oxford are selected at random and they participate in the training
before the test is administered. Their average test score is found to be 57, with
a standard deviation of 20. Test whether the scores of the treated students are
significantly different from the scores of the 400 non-treated Oxford students from
part (b), at the 1% level.
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4. Consider the population relationship between a variable Y, the conditional expectation

function E[Y|X] and the residual e:
Y = E[Y|X] +e
{(a) Show that

(i) the residual is mean zero,
(ii) the residual is mean independent of X,
(iii) the residual is uncorrelated with any function of X. [30%]

(b) Explain what it means for two random variables to be “independent”, as opposed
to “mean independent”. [20%)

(¢) Tn what sense is the conditional expectation function the best predictor of Y7
Prove that this is the case. [30%)

(d) It is common to approximate the conditional expectation function with a linear
function. Critically assess this practice. [20%]

2016, B

4. Let X}, j = 1.2.... be a sequence of independent and identically distributed random varizbles
with finite mean p and variance 2. For i = 1,2, ... consider the random variable ¥; = E:-zl)(}-.

(a) [23%] Find E(¥;), V(¥7), and Cov (¥, ¥y) for i < k stating all the properties being used.

(b) [23%] State and discuss the Law of Large Numbers and the Central Limit Theorem for
independent and identically distributed observations. Can these two thecrems be applied
toX;? And 17

(c) [2_5%] Consider now b Ef}ﬂ_ a;X; where a; is a sequence of real numbers sahizfying
Yicig;=1 and ¥, af > i Which estimator would you prefer to estimate the
population mean p: (¥n/n) or (Zp/n)? Why?

(d) [23%] Let 0% = 1. A randem sample iz drawn and the following statistic iz obtained:
(¥a/n) = (¥ago/300) = 2.79

(1) Test, at the 3% level of significance, the null hypothesis that p = 3 against the
alternative that p = 3.

(ii)  Construct and interpret a 93% confidence mterval for . State all the relevant
results being used.



Introduction to Regression and Advanced Topics in Regression

3. The following table gives output from an OLS regression run on data from a survey of
1000 adults in the United Kingdom.

Dependent variable: log{wage); wage in pounds per hour

Estimate Std. Error

Experience (total years in employment) 0.05 0.02
Gender (=1 if male, =0 otherwise) 0.08 0.03
Region dummies (=1 if lives in indicated region, 0 otherwise)
Wales —0.15 0.07
Scotland —0.06 0.08
Northern Treland —0.21 0.13
Constant 2.23 0.42

(a) [20%)] Interpret the coefficient estimate on the ‘Wales' dummy.

(b) [10%] Provide an estimate of the effect of two additional years of experience on
log(wage).

(c) [20%)] Construct a 90 per cent confidence interval for the effect estimated in part (b).

(d) [20%] Compute the p-value for the null hypothesis that men earn the same wages
as workers of any other gender. What is its interpretation?

(c) [30%)] If experienee and the region dummies were excluded from the regression, how
would you expect the estimated coefficient on gender, and its standard error, to

change?
2018, A
1. (a) Define and explain what an unbiased estimator is and give an example. [30%)]

(b) Define and explain the concept of efficiency in estimation. Construct two estima-
tors. Which one is more efficient? [40%)]

¢) Define and explain what a consistent, estimator is and give an example. 30%
(c) p g p
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5. Let us define positive assortative mating in wealth as the situation when men and
women with the same lewel of wealth marry more frequently than what would be
expecied under & marringe pallern thal is random in terms of wealth, Assumne Lhal
all individuals bave positive wealth and that you have data on all licst marriages
ocenrring in 1960, 1970, 1980, 1990, 2000, and 2010, and wife's log wealth (log(e,))
and husband’s log wealth (log(eg)) at the time of marriage.

Table 1: Descriptive statistics, population quantities
1960 1970 1980 1990 2000 2010

COV(log(xt,) loglz,)) 10 11 12 13 14 15
SD(log(x.)) 5 51 52 53 54 55
SD(loglx,)) 45 475 5 525 55 575

Note: COV denotes covariance and S denotes standand deviation.

(a) Using the population quantitics in Tahle 1, compute and plot the degree of assor-
tative mating by year in wealth as measured by
(i) the regression cocfficient on wife's log wealth on a regression of husband's log
wealth on wife's log wealth, and

(i) the regression coollicient on husband’s kg wealth on s regroession of wili's log

wealth on husband's log wealth. [20%]
(b} Can your findings in (a) be explained by the presence of messurement error in
Iushand’s log wealth? Discuss. |206]

() Suppose thad you can link the information on all first marriages in 1960, 1970 ami
1980, with information on children born of these marriages, so that you can run
the following regression:

low(y) = e+ f loglzm) + Grlogley) +9X e,
where log(y) is children's log wealth at age 35, log(ey,) is mother’s log wealth at

marriage, log(z;) is father's log wealth at marriage and X is a vector of control
variables, Write down the expressions for the OLS estimands of &, and ;. Do

these estimands reflect causal effects? Explain, |20%]
(d} Deseribe how you would test whether, conditional on X, parental log weallh
prodicts children’s log wealth. ]

(&) Suppose that father's log wealth is umobservable in yvour data, so that you are
forced to run the following regression:

log(y) = a® + A5, log(ma) + "X +u.

What is the relationship between 59, and .7 Explain. [0



fi. An applied economizt is assessing the eastence of gender discomination aganst women
in the labour market wsing a random sample of 987 workers aged 30-59. Her findings
are reported in the table below:
) “Table 2: OLS repgressions
Dependent. variable: Illg{mﬂgf:)

( 2) (3)

worman (=1 if woman, =0 if man) 017 013 —0.01
003) (003  (0.04)

age {years) 0005 0.006
(0.002) (0.002)

education (=1 il college degroe oc 1, =0 otherwise) (.36 035
(0.03)  [0.08)

height (em) 0.005
{0.003)

1 009 020 0.21

Note: All regressions mclude & constant berm.
Standard errors are reporbed in parenbheses.

(a) Provide an interpretation of the estimated coefficient on woman in column (1),
comstruct & 9% comfidence interval for its corresponding population coefficient
and interpret. |20
In eolummn (2), the applied economist mcludes age and education. What is the
rationale for mcluding these vanables? Can you regect. the {ml]f) hypothesis that

(b,

=

the cocthcient on worman it column ('2} s —17 at the 10% sigmificance level?
Eixplain, |20%)|
(r:} Someone criticies this economist, on the grounds that she should have inchoded
oceupation dommies in column (2), simes this would allow a “cleaner™ estimate of
the gender wage gap. Do you agroe or dissgree with Uhis erilicism? Why?  [20%)
(d} The economist disagrees but decides to control for feight in colomn (3), sinee
there is a substantial gender height gap: men are {(m }nmmg(] 12 em taller than
women (eontrolling or not for year of birth ). Compute sod interpret Che povalue for
Lhe bypothesis Lest thal the coetlicient on woran is woro in ooluomn (3). Taking Ube
evidence in colummns (1), (2), and (3), what can you conclude aboul the existence
of gender diserimination against women i the labour market where this random
sample was drawn from? [20%%]
(e} Supposc that you lad information (Le., wage, age, gender, education, amd height)
on pairs of siblings. What regression would you run to test for discrimination
against women in the labour market? Ig there any advantage with respect to the
approach used in Table 27 Fxplain. [0

2017, A



3. The following table contains the regression output of an investigation relating chil-
dren’s income as adults (aged 35) with the income of their parents (measured when
their parents were also aged 35):

OLS regression
Dependent variable: log(children income)
coelficient  standard error

log(parental income) 0.568 0.005
living in rural area (=1 if rural; =0 if urban) —0.091 0.003
constant 1.94 0.017
Number of ohservations 3,056
Residual Total
Sum of Squares 13.42 73.01

(a) Compute the R* of this regression and interpret. A researcher claims that the
larger the R? of a regression, the more likely is that the regression has a causal
interpretation. Do you agree? Explain. [20%]

(b) Interpret the coefficient on the variable log(parental income). Compute and in-

terpret the p-value for the hypothesis that the parameter of log(parental income)
IS zero. [40%]
Test at the 1% significance level, the hypothesis that all other things being equal,
children living in rural areas have lower income than children living in urban
areas. Explain fully the null and alternative hypothesis, test statistic, decision
rule and conclusion. [40%]

(c

R
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1. Consider the following two regressions:

Y=t g

Yy = Bai + 1

where ¢; and 7; are regression residuals. Assuming that you have a random sample of

size n:

(a) derive the Least Squares estimator for «, that is, derive @; [50%]

(b) derive the Least Squares estimator for 3, that is, derive Z‘i [50%)|
2017, B

4. Suppose the NHS m England mitroduced a £10 charge to visit a Doctor. An economist
is interested in evaluating whether this policy significantly inereased death rates be-
e il dissuaded people [rom going Lo Lhe Doctor at the limst sign of il-bealth.

() Explain why comparing the desth rate in England once the £10 charpe @ intro-
dueed with the death rate in England prior to the introduction will not in peneral
identify the causal effect of the policy. [10%]

(b) How could the difference-in-difference framework be applied in this case, using
Wales as a control group? Write down the causal estimate that this framework

would identify. How would we specify this as a regression? a0
[:r] What, assumptions underlie the cansal estimate m part (h}_ How plagsible are
thoy likely to be in this case? |40

() Another coonomist suggests thal Lhe control group used in part (b) s inappro-
priate and argues that we should generate a syuthetic control group. What is a
synthetic control group? Evaluate the pros and cons of such an approach.  [20%]

2016, A



3. Our dataset contains information on the hourly eamings of 6939 young adults aged 16-17
vears who were in employvment in spring 1998, together with details of a range of individual
charactenistics as follows:

Variable Definition Sample
mean
hrpay Hourly eamings from employment 29102
fie 1 if the mdividual iz m full-time employment; 0 0.1315
otherwise.

exam_res Claszification of results obtained in GCSE
examinations taken at age 16. Vanable takes value 1 1f
individual belongs to category; O otherwise.

3+ ABC - 5 or more GCSEs at grades A to C. 0.5841
3+ 14ABC - 5 or more GCSEsz, of which 1 to 4 at 0.2473
grades A to C.
5+/ noABC - 5 or more GCSEs, with no grades A to C. 0.0973
1-4 prades - up to 4 GCSEs, any grade. 0.0296
no grades at GCSE. 0.0417
independent 1 if attended a private school; 0 otherwize. 0.5231
male 1 individual male; 0 otherwize. 04551
ethnicity Individual's ethnic classification. Varizble takes value
1 if individual belongs to category; 0 othermize.
White 09463
Black 00122
Indian 0.0145
Pakistani or Bangladeshi 0.0089
Other - none of the categories identified above 0.0181
region Individual’'s region of residence. Vanable takes value
1 if individual belongs to category; 0 ctherwize.
North 0.0619
Yorkshire and Humberside 0.0822
North West 0.1170
East Midlands 0.0782
West Midlands 0.1089
East Anglia 0.0468
Greater London 0.0815
South East 0.2610
South West 0.1040
Wales 0.0583

{Tiiig _ Unemplovment rate in local area 47715



The dataset is used to estimate a linear regression model of (natural logarithm of) hourly
earnings by OLS with the following results:

Dependent variable: nfrpay = natural loganthm of hourly earmings

Explanatory variables OLS coeff Standard error
0.1359 0.0152
EXam_res
J+/1-44BC -0.1905 0.0120
J+/mo ABC 403028 0.0174
1-4 grades -0.3300 0.0293
no grades -0.3028 0.0254
independent 0.0380 0.0248
ethnicity
Black 0.1062 0.0453
Indian -0.0141 0.0414
Pakistani Bangladeshi 0.0618 0.0519
Other 0.0004 0.0369
male 0.0121 0.0099
region
North -0.1571 0.0236
Yorkshire and Humberside -0.0337 0.0227
Narth West -0.0316 0.0207
East Mialands -0.0248 0.0228
East Anglia 0.0199 0.0270
Greater London 0.1832 0.0232
South East 0.1022 0.0183
South West 0.0191 0.0213
Wales -0.0213 0.0233
Inunr -0.0844 0.0133
constant 1.1467 0.0280
Ohszervations =6939
Model sum of sqs =19175 F(21,6937) =355.57
Fesidual sum of sqs =1139.82 E-squared =0.1440
Total sum of sqs =1331.57 Root MSE =0.4033

where frurr = natural loganithm of unemployment rate.

(a) [20%)] Test at the 5 percent significance level, the hypothesis that all other things
being equal there is no difference in the average log hourly eamings of males and

females.

(b) [25%] Define fully the test statishc F(21, 6937) reported above and interpret the
rezult.

(c) [25%] Interpret the coefficient on the variable Morth Compute and mterpret the p-
value for the hypothesis that the parameter of North 13 zero.

(d) [30%] On the basis of these regression results, what iz the effect of a 10 percent
increase in the local area unemployment rate on an individual's hourly eamings?
Compute the 95 percent confidence interval for the coefficient on Jrwrer and mterpret

it.
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After an empirical investigation of the relationship between economic growth,
development aid and the quality of country imstitutions, the following set of OLS
regression results obtained from a cross-section sample of 124 countries are reported:

”ﬁepemlent variable: growth of GDP per capriﬁ 000-1590

Explanatory variables Colummn 1 Column 2
Log per capita GDP 1990 -0.012 -0.002
230 (0.43)
Index of institutional quality 0.022#+ 0.013**
(367 (3.06)
ATD/GDP -0.244 0.120
(1.83) (0.71)
ATD/GDP = index of institutional quality 0484
(2.01)
Constant 0.119 0.026
(2.62) (0.67)
Observations 124 124
R-squared 015 0.39

Index of mstrtutional quality: average of six povernance mdicators (ranges from -2 to 2;
increasing with better quality institutions); AID/GDP is foreign aid as a proportion of
GDP n 1990,

(a) [20%] The figores in parentheses are described as “t-values™ and the coefficients
marked with a ** are said to be “significant at the 1% level”. Explain in detail what
is meant by each of these statements.

(b) [20%] What do the results tell us about the relationship between aid, mstitutional
quality and economic growth? Reviewers sugpest that the researchers should re-
estimate the model with institutional quality as a categorical variable. Explain how
thiz would change the model specification and the interpretation of the relationship
between the variables.

(c) [30%)] The study is crticised on the grounds that “donors respond to countries hit by
unexpected negative economic shocks by inereasing levels of aid and so the OL3
estimates of the effects of aid are hissed” Explain fully why such behaviour on the
part of donors affects the validity of the OLS estimates. You can focus your
discussion on the OLS estimates of column 1.

(d) [30%] Focusing on the specification used in column 1, explain how vou would
address this crificism, giving details of the alternative estimation procedure that vou
would use, its properties and any limitations.

Endogeneity
2019, B



6. In 1997, the following private schooling voucher lottery was run in New York., The
design of the lottery was as follows:

= 2500 houscholds with children in grades 1 4 and with low incomes (Ubose who qual-
ilied for free school lunches) were offered e chanee o participate in Ghe lottery.

# Participation required children to sit a basic skills (math and reading) test, and
parcnts to complete a lengthy questionnaire. 1900 households clocted to participate.

o The lottery awarded private schooling vouchers, worth 1000 p.a. for two vears, to
1000 of the participating households. By way of comparison, the average tuition
fees at the private schools attended by the lottery winners was $2100 p.a.

® After two years (e, in 1999), all participating households were provided with a small
financial incentive to attend another round of basic skills testing, and complete a
questionmare. 1600 did so.

Some deseriplive statistios amd regression estimates are given in the following tables.

Table 1. Household characteristics by subgroup

Offered voucher? Yes Yes No  No
Attended testing in 19997 Yes No Yes No
Black (%) 424 483 414 472
Receiving welfare (%) 46.8 355 406 37.3
Sample means of:
Test seores in 1T 201 195 228 226
Family size (# children) 26 26 24 29

Mother's vears of tertiary education 24 24 24 25

Table 2. OLS and 25LS regressions
Dependent variable: Test score in 1999
(standard errors in parentheses)

m @
Method OLS 2518
Awarded voucher 327
(=1 if offered private schooling voucher) {1.50)
Private schooling 4.41
(=1 if attended private school in 1997-99) (2.03)
Test score im 1997 037 033
(0.M)  (0.03)

# observations 1600 1600




Mote: that in both tahles, test scores ane measured according to national percentile rank
fN]’-'RL s that a score of 65 means that a child scored higher than 5% of all students
in Lhe U8 who sal the same test (in Lhal year).

Using this information, answer Lthe following questions.
() [20%] Column (1) of Table 2 reports OLS estimates of the following regression:
TestSeoreln®y; — fy + 5 OHeredVouches; + 0 TestScorelnd7; + u;.

(i) Explain why the 1997 test scores might have been included in this regression.
fii} How do you interpret. the estimate for 5,7 Woold its mterpretation change if the
1997 test soores were excluded from the regression’

(b} [30%] Coluwmu (2) of Table 2 reports lwo-stage least squares (25L3) estimates of Uhe
Tollowing model

TestSeorclu®); = 8 1 8 PrivateSchool, | 8 TestBeorelnf7; | o

using the sward of & voucher as an instroment for altending a private sehool.

(i) nterpret the estimate for §. How does its interpretation differ from that of 5,7
(1) How would you explain the relative magnitodes of 2518 estimate of 4y and the
OLS estimate of §,7

(1i1) Eligibility for the lottery was nof restricted to households who, at the time of the
lottery, were sending ther children to public schools, As a result, approcimately
10 per cent of households that received vouchers were already sending their
children to private schools. Should thess households have been excluded from
the sample? Explain.
{l.:} |'§ﬁ%t Using all the information and the Lablis provided, eritically discoss the o
nal validity of the findings presented in Table 2.

(d) [15%] It was proposed, on the stremgth of this study, to offer private schooling
vouchers to 10% of all families in New York, with children in grades 1-4. Comment
on the extent to which the results of this study could be used to provide a reliable
forecast of the effects of this policy.

2019, B

7. Discuss both of the following.

(a) [65%] ‘Variables are inevitably omitted from any regression, because of inherent
limits to data collection. Therefore regression estimates are always biased, and are
always inferior to instrumental variables estimates.’

(b) [35%)] ‘It is impossible to estimate the average effect of a job training programme in
which participation is voluntary.’

2018, B

7. “Using parcnts’ (m:)thg:r'n, father’s or both) years of education as an instroment. for
years of education s a sound strategy to estimate the cansal effect of schooling on
carnings.” [scuss.

2017, B



6. A lahour economist estimates the retums to schooling vsing a sample of sdentical
(i.e., momozygotic) twing. Ter findings are reported in the table below:

OLS regressions
Dependent variable: log(weage)

(1 ()
education (years) LIRE .10
{0.01)  (0.02)
age (years) 0.06
{0.02)
male (=1 if male, =0 if female) 020
(0.05)
comstant 0.20
(0.02)
Number of ohservations H00 250
e .26 L.09

Note: Standard errors are reported in parentheses.

where in column (1) each observation is one individual and In column (2) cach
observation is a sibling difference. In column (1) the regression being estimated
is;

]tq;[nm‘qg-"'} = m+ p.cd‘mmlifmq + Pty +p,;nm[<:.j + 1y (l}

where ¢ denotes individual and j denotes sibling pair. The regression being esti-
mated in column (2) s

Alog(wage, ) = o + 7 Aeduoation; + Au; (2)

where A log(wage;) i the difference in log wages within a pair of siblings and
Avdueation, s Lhe differenee in years of education wilhin a pair of siblings.

(a} Interpret the coefficient g and compute a 99% confidence interval for its estimate
il interpret il |15%,|

(b) Compare the cstimates of gy and . Explain the main advantage of running
regression (2) over regression (1), Is there any limitation in running regression
(2)7 Explain. [28%]

() Suppose that somene suggests you Lo run the following regression:
Aeducation; = & + HADW; + Aey (3)

where AW, is the difference in birth weight (in grams) within a pair of siblings.
After carefully thinking, you run this regression and you oblain an estimate of
0.0025 for 4 with a corresponding standard error of 00010, Test whether differ-
enees in birth weight explain differenoes in education al e 5% signilicance level.
Explain fully the null and alternative hypothesis, test statistic, decision rule and
conclusion, 1 differences in birth weight are positively related to differences in
log wages, what are the implications of this test in interpreting regression (2)7
Explain, [4054]

((I] Can yon suggest an alternative way to estimate the capsal effect of education on
carnings? Hxplain. |20%|



2017, B

7. Is there any role for instrumental varables when using data from a randomised con-

trolled trial? FExplain.

2016, A

1 Kommentiert [CL1]: Done.

(a) [50%] Show that the residual e; in the identity ¥; = E[¥;[X;] + €; is mean independent
of X;.

(b) [50%] Explain how measurement error causes attenuation bias in the linear regression
model.

Heterogeneity
2019, B



5. Consider the model
Y=+ Ao b,
where fy, the cansal effect of X, on Y, i itsell & random variable (it varies across
individuals).

(n) [20%] Suppose that w, and Gy, are both mean independent of X;. Show thal a
population linear regression of ¥; on X (and a constant) would recover Ef,;. [Hint:
what is E[Y; | X[

(b) [10%| Give a brief interpretation of Ef,;.

Suppose now that w and By are not necessarily mean independent of X, but there is
an ‘imstrument’ Z; which iz related to X, by the equation

X: = mo + medis + 5,

and is such that w,;, w, 8;; and @y, are independent {(not merely mean independent) of
i Lt iy denote the coefficient in a population two-stage least squares regression of
Y. on X, wsing Z, as an instrument. That is, Gy is obtained by the following proceduore:

L X, i regressed on 2 and s eonstant (in the popalation), to obtain fitbed values
X3 = bot di
ii. ¥; is regressed on X7 and a constant (in the population); By is the cocfficicat on
X in this regression.
Now answer the following questions.
() [20%] Show that

= cov(¥;, Zi)
Ay = (X 2y

|-'} ' @

fv—E {m.- =

(1)

(d) [20%)] Using (1), show that

() |10%]| Interpret the expression (2), commenting in particular on how it relates to
Ef;.

(f) [20%] Observe that Fy = BA,; if A = 5 for all i. Provide two alternative conditions
{om fy; and for 7;) under which Sy = ES,;, and briefly interpret cach.

2017, B



5. An economisl is interested in evaluating whether there is gender bias against girls
in parental investmenls on edueation in a country where the birth sex ratio (the
overall ratio of boys Lo girls al birth) is about 1.2. To that end, she runs the
following short regression:

erpedue; = 8o + Brgirl; + u;

where girl; equals 1 if the gender of the first born is fernale, and 0 if the gender
of the first born is male, and ezpeduc; is a measure of the total amount of US
dollars (in real terms) the parents of child # spend on the education of their first
born.

{a) What is the expression for the OLS estimand (not estimator) 5,7 [10%)]

(b) Under what assumption does & capture the average causal effect of being a
first-born female on parental investments? Do you think this is a reasonable
assumption? Explain. [30%]

—
]
e

Suppose that, on average, familics where their first born is a girl are more likely
to have more children. Rather than running the previous regression, you run:

crpeduc; = o | nugirl; | yanchild; | v

where nchild; is the total number of children of parents of child i. What is the
expression for the OLS estimand (not estimator) 47 Explain. [20%]

(d} Da you think that controlling for the total number of children in the previons
regression is a good strategy to gange the average cansal effect of heing a first-
born female on parental mvestments? Explain. [40%]

2016, B

3. According to a sample of 1000 men from the 2015 Labour Force Survey the mean eammings
of men with university degrees 10 vears after praduation was £31.500; whilst for men of the
same age who did not have university degrees, the mean eamings was £29,000.

(2) [20%] Explain why the difference in mean eamings between these groups may not
reflect the cansal effect of a university degree on earnimgs.

The Survey also records whether or not at least one of the respondent’s parents went to
umiversity and graduated.

According to the survey the mean earnings for men who do not hold a degree and whose
parents did not held a degree either was £30,000; whilst for men who do not have a degree but
whose parents did, earnings were £27,000 on average. Amongst men who have a degree those
whose parents also had a degree eamed £30,000 on average, and those whose parents did not
graduate eamed £33,000. There were 400 respondents who did not have a degree and whose
parents did not have a degree either. The numbers m all of the other groups were 200.

(b) [30%] Calculate the Local Average Treatment Effect (LATE) using whether or not at
least one of the respondent's paremts went to umiversity and graduated as your
instrumental varizble.

{c) [30%] Cotically assess the use of thiz vanable mdicating the parents’ educational
attainment 2 2 valid instrumental varizble in this context.



Time Series

2019, A

2. Define Granger causality. Explain how you could test whether X, Granger-causes Y;
using an autoregressive distributed lag (ADL) model

P r
Y=g+ E BYe i+ Z YiXe_i +
=1 i=1

where Elug | V1,V 2,03 Xe 1, X0, ] =00

2019, B

8. Let {u;, v} be iid., with £ (u,) = E (v;) = 0, £ (u?) = 02, and E (v?) = ¢%; and let u,
be independent of v,. Consider the following stochastic processes {y;, z;} derived from

{ug, v, } as:

Y = By + uy,
Ty =YYpa to, =1,

where yy = 0, fy = 1, and (u, v;) are independent of (y., z.) for all s < t.

(a) [10%] Show that the law of motion of {y;} can be written as y; = y_; + &, where

(b

(d

(r

b

R

~—

el

—t

£ is an L.i.d. process.

[20%)] A process is termed covariance-stationary if its mean, variance and autoco-
variances exist and are constant over time. Is the process {y, } covariance stationary?
What about {z;}?

[10%] A stochastic trend is the cumulation of an i.id. process, e.g. Z:-TI i is a
stochastic trend process. Show that the processes {y;} and {x;} have stochastic
trend components.

[10%] Two processes, {y;} and {x,}, are said to be cointegrated if they have a com-
mon stochastic trend, i.e., if there is a number # such that the linear combination
. — Oz, does not, have a stochastic trend. Show that {y,} and {w,} are indeed coin-
tegrated and find the cointegrating coefficient # in terms of the original parameters
of the model.

[20%] The h-step ahead minimum root-mean-square-forecast-error (RMSFE) fore-
cast of x given all data up to time t is given by E (zeyn|ys, T2, Ye_1, Ti_1, -..). Derive
this forecast for h — 1,2, 3.

[30%] Suppose you do not have any data on {g} . Show that the minimum RMSFE
forecast of xyyq given only (i, x4, ..) is equal to x,. Is this more or less efficient
than the forecast in part (e)?



9. Suppese you are interested in measuring the cansal effeet of changes in oil prices on
ecomomic activity. You are given an index of Industrial Production (TP) in the US,
denoted 107, and a messure of oil price shocks delined as [ollows: O s Lhe greater
of zero and the percentage point dilference between the il price ab date ©oand s
maximum value during the previous 12 months. The figure below plots the time series
iy — 100 % Aln 4Py (ipgrowth) and O (Oil).
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(a) [10%] Comment on the propertics of the twoe lime series plotled in the fure, Why
are 50 many observation of O at zero? Why aren’t there any negative values?

(b} [20%] The table on the following page gives OLS estimates of a distributed lag model
(DL} of iy on 0. [Note: in the table 01 = @y, 0i1.1 = O,_;, and ip_growth = ipy|.
What do we need to assume in order for the coefficients of this DL model to admit a
caysal interpretation? Critically evaluate this assumption., Would this assumption
be more plansible if you used data for the TTRY [Nu{m oil prices are gkllm!.|

(e} [20%] Use the F statistic reported in the table (pvalue in sqoare brackets) to test
whether Lhe coeflicients on (% and ils lags are all cqual W wero. Give a caosal
inlerpretation of the ouleome of Uhis tesl.

(e} [B0%] Suppose oil prices jump 100 above their previous peak and stay at this higher
lewel (Le. €y — 10, and ey — 0 for § = 0). What is your predieted impact on the
growth rate of IP cach month cver the next 18 months (ie. ép; for j=1...,18)7
What is your predicted effect on the log of TP after three months (e In TP5)7

() [20%] What does this model predict will be the impact of an oil price shock en the
prowth rate of TP after two years? Sugpest an alternative model that parsimoniously
(i, with a small number of parameters) captures dynamic causal effocts over long
horizons,



Coefficient Std.Error t-walue t-prob

Constant 0.40 0.08 9.08  0.00

0i1 0.23 1.29 0.18  0.85

011 -0.89 1.3 -0.66 0.5

012 -1.38 133 -0.99 0.31

0113 -0.75 133 -0.54  0.58

014 -0.35 139  -0.35  0.80

015 -0.37 1.38  -0.27  0.78

0ilG -2.50 130 -1.79  0.07

0iL7 -0.17 1.3 -0.12  0.90

0ils 0.92 1.39 0.66  0.50

nilg -1.58 1.3  -1.13  0.26

0i1.10 -3.86 1.39 -2.78  0.00

0111 -2.5F 1.3 -1.85  0.06

01112 -0.16 139  -0.11  0.90

0i1.13 -1.51 138  -1.08  0.27

0il.14 -1.43 133 -1.03  0.30

0i1.15 -1.40 1.3 -1.01  0.31

0i1.16 -0.05 1.33  -0.03  0.96

0il 17 0.52 1.38 0.38  0.70

0i1.18 0.16 1.30 0.1z  0.83

Std error of regression 0.92 R3S BY3.E8T

" 0.08  F(19,676) = 3.15 [0.00]*=

Adj. B2 0.08

no. of cbservations 696 no. of paramchbers 20

mean{ip growth) 0.23 se(ip.grodth) 0.94
2018, A

3. (a) Explain the concept of spurious regression and give examples. [50%)]

(b) Describe modelling approaches that are immune to the problem of spurious re-
gression. [50%]

2018, B



8 Tat {u!} be tod, with mean 0 and varianee o2, Consider the follownmg stochastic
process {y[} derived from {u\t}:

Yo = e a -+, for £=1,2,...,

where ¢ is & congtant, y o and g, are specified below, and w, is independent, of 5, for
all 5 < f. Knowing that a process is covarianee-stationary if its mean, varianoe and
sulocovariancees oxist and are constant over time, answer Lhe following questions:

{a) Suppose that |¢| = | and gy = 3 = (. Derive the mean and variance of 1, 3
and #s. Is the process {y,} covariance-stationary? [25%]

(b) Suppose that ¢ < 1, and let gy amd g be independent, mndom variables
with mean sero and variance o2/ (1 ¢*). Assuming (hat, the process {n) is
covariance-stationary and defining the autocorrelation function as

_ covf n)
var{(y)
answer the following questions:
(i) Derive the mean amd varianos of g
(i1} Derive the first antocovariance of .
(iii) Prove that g, = 0 for all odd A,
(iv) Prove that g, — ¢ for all even k.
[25%]

() The hestep abead minimum root-mean-square-forecast-crror (RMSFE) forecast of
e given all data up o Lme s given by 5 (yeenlve g1, ) - Derive Lhis foreeast

for h—1,2,3,4. [25%)]
(d) Suppose you wish to forecast g, using only y (ot its lags). What is the mini-
mum RMSFE one-step ahead forecast m this case? [#5%]

2018, B

9 The Cyelically Adjusted Price-to-Farnings (CATE) ratio has been produced by Robert

Shiller as an indicator of stock valuation. Tt is the ratio of a company’s current real
stovk price to s moving aversge of the company’s real carnings over the previous 10
yuars.
It has been argued that large deviations of CAPE from its historical average indicate
that stocks arc mispriced. Because the CAPE of the US stock market is currently
at levels only witnessed before major stock market crashes in the past (1929, H000,
2007), some observers take a ploomy view on the prospects of the US stock market in
the near future,

On the nesct bwo pages you will find:

o Figure 1, which contains a plot of the monthly time series of CAPE for the
1.5, stock markel index from February 1882 Lo February 2018 and it sample
autocorrelogram,

® Table 3, which provides some summary statistics, and

# Table 4, which displays the results of Augmented Dickey Fuller tosts.

Based on the information from Figure 1, Table 3 and Table 4, give a critical assessment

af thie above view, What additional information would help you shed more light on
this question?



Figure 1: Cyelically Adjusted Price-to-Earnings ratio for the U5, Stock
Market. Monthly averages.
T CAME
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Source: Robert Shiller

‘Table 3: Swmmary statistics
Sample Mean St. Dev. First AC
1882(2)-2018(2) 16.830 6.7485 0.9928
1B82(2)-1982(1) 14734 46462 D9800
1982(2)-2018(2) 22,639 8.1304 0.9905

2017, A

2. (a) If 2, and y; are non-stationary time series that have a common stochastic trend,

explain why there must exist a co-integrating relationship between z; and ;. [50%|

(b) An economist points out that since both z; and y; are non-stationary and co-
integrated, we could estimate an equation of the form

Ary=a -+ BAy + &
using OLS and in that case standard statistical inference would be valid. Is this
correct, and are there any advantages to estimating the co-integrating relationship
instead? [50%)]

2017,B



8. {a) Consider the following ADL{p,r) forecasting model for consumplion (€7 using
income (¥} as an explanatory variable:

P r
ACi=a+y FOC .+ HAY;+w
i1 =1
where t=1,...,T — 1. Why do we not include AY; as an explanatory variable in
this model? |15

{b) Supposce we begin by setting p — 4. We then conduct a ¢-test on whether § — 0
and if we cannot reject this hypothesis, we re-estimate with p = 3. We do this
iteratively until we get a significant #; at which point we aceept the number of
lags as 7. Is this an appropriate strategy and if not, what alternatives would you
recommend? |25%]

() Describe how we would generate a mean squared forecast error (MSFE) from the
model given in (a). How can we use this to generate a forecast interval? What
assumption must we make for this interval to be valid? |35%]

{d) I the Hall model of consumption is correct, what would we expect the estimated
cocfficients in the model to be? |105]

() I Lhe Hall model is eorreet, consumplion is a non-stalionary Gme-series. Kxplain
how you would test this, against the alternative of a stationary time-scries with
a deterministic trend. |20%]

8 {a) Consider the following ADL{p,r) forecasting model for consumption (7)) using
income (Y7} as an explanatory variahle:

F] r
ACi=a+Y KOC i+ Y 1AV ;+u
i1 =1
where t = 1,..., T — 1. Why do we not include AY; as an explanatory variable in
this model? [105)

(b} Suppose we begin by setting p — 4. We then conduct a t-test on whether G, — 0
and if we cannot reject this hypothesis, we re-estimate with p = 3. We do this
iteratively until we get a significant #; at which point we accept the number of
lags as 3. Is this an appropriste strategy and if not, what alternatives would yom
recommend? |25%)]

() Describe how we would generate a mean squared forecast error (MSFE) from the
model given in (a). How can we use this to generate a forecast interval? What
assumption must we make for this interval to be valid? |35%]

{d) I the Hall model of consumption is correct, what would we expect the estimated
cocfficients in the model to be? |105]

e} 1T Chie: Hall moded is correet, consumplion 4 a non-stalion Lime-series. Explain
F Lol

how you would test this, against the alternative of a stationary time-series with

a deterministic trend. |20%]

2016, A



2. Consider the following AR(1) time-zeries model:
Ye=a+fBy1+éa
(a) [30%] What econemetric problems anse if § = 17

(b} [30%] Suppose we had some time-series data and estimated the above equation and
obtained the following:

yr = 5.057 + 0.947y_4
(2.125) (0.022)

where standard errors are reported in parentheses.

Can vou reject that § = 1 at the 5% significance level?

2016, B

9. We are mterested n using time-series data to test the theory of Absolute Purchasing
Power Parity (PPP). If Absolute PPP holds then the real exchange rate equals one and
so:

P=Pe

where P and P* are the price indices in the domestic and foreign economy respectively
and e is the nominal exchange rate.

(a) [10%] Suppose e; is non-stationary. Could Absolute PPP be true if both P, and P
were stationary? Carefully explain your answer.

(b) [30%] Describe how we can test whether P, and P, are non-stationary. Discuss the
alternative specifications for the test set-up and what considerations should
determine which set-up we adopt.

(c) [20%] If all the variables are I(1), explain why the concept of co-integration is
useful in determining the validity of Absolute PPP.

(d) [20%] Outline an equation that could be estimated to test for co-integration. What
restrictions would the theory of Absolute PPP imply on the co-integrating
coefficients?

(e) [20%] Does estimating the co-integrating regression in part (d) by OLS generate
consistent estimates? Are they efficient? If not, what alternative procedures are
available?



